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Abstract An integrated computational approach built on

quantum mechanical (QM) methods, purposely tailored

inter- and intra-molecular force fields and continuum sol-

vent models combined with time-independent and time-

dependent schemes to account for nuclear motion effects is

applied to the spectroscopic investigation of pyrimidine in

the gas phase as well as in aqueous and CCl4 solutions.

Accurate post-Hartree–Fock methodologies are employed

to compute molecular structure, harmonic vibrational fre-

quencies, energies and oscillator strengths for electronic

transitions in order to validate the accuracy of approaches

rooted into density functional theory with emphasis also on

hybrid QM/QM0 models. Within the time-independent

approaches, IR spectra are computed including anharmo-

nicities through perturbative corrections while UV–vis

line-shapes are simulated accounting for the vibrational

structure; in both cases, the environmental effects are

described by continuum models. The effects of confor-

mational flexibility, including solvent dynamics, are

described through time-dependent models based on pur-

posely DFT-tailored force fields applied to molecular

dynamics simulations and on QM computations of spec-

troscopic properties. Such procedures are exploited to
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simulate IR and UV–vis spectra of pyrimidine in the gas

phase and in solutions, leading in all cases to good

agreement with experimental observations and allowing to

dissect different effects underlying spectral phenomena.

Keywords Computational spectroscopy � Integrated

approaches � QM/MM/PCM � DFT � Post-Hartree–Fock �
CCSD(T) � Composite schemes � Hybrid models �
Molecular dynamics � Force fields � Time-independent

approaches � Time-dependent approaches � Solvent effects �
Vertical excitation energies � Electronic spectra � Spectra

line-shape � Vibronic transitions � UV–vis � Resonance

Raman � Vibrational spectra � IR intensities �
Anharmonicity

1 Introduction

Spectroscopy represents a powerful tool for the character-

ization of molecular systems [1–4]. However, the inter-

pretation of most experimental spectra is difficult due to

their inherent complexity caused by thermal or environ-

mental effects and/or to intrinsic properties of the system

itself. In this context, computational spectroscopy turned

out to be a valuable tool to help unraveling the various

contributions to the spectroscopic signal, allowing a better

understanding of the underlying phenomena [1, 2, 5–9].

The predictive and interpretative capabilities of com-

putational spectroscopy can be demonstrated by means of

quantum mechanical (QM) approaches that nowadays are

able to provide results comparable in accuracy to experi-

mental measurements [1, 2, 5, 6, 10–13]. At the state-of-

the-art, the most advanced theoretical models are

unavoidably restricted to small-sized molecular systems

[10–13], mainly because of the high computational cost

required to sample the potential energy surface (PES) by

means of highly correlated post-Hartree–Fock methods

[14]. Currently, the main challenge of computational

spectroscopy is the reliable prediction and interpretation of

spectra for large molecular systems in complex environ-

ments [15–18]. A possible route to obtain accurate results,

even for relatively large molecular systems (several dozens

of atoms), is provided by hybrid QM/QM0 models [19],

which combine less expensive yet reliable electronic

structure approaches (e.g., rooted into the Density Func-

tional Theory (DFT)) for the computation of molecular

structure, vibrational properties and/or anharmonic force

fields (in both ground and excited electronic states) with

a posteriori refinement of selected properties (harmonic

frequencies, relative energies, electronic transitions, etc.) at

a higher level of theory. In this respect, we can mention the

high accuracy of hybrid coupled cluster (CC)/DFT anhar-

monic frequencies [20], vibronic energy levels [21] or

spin–spin coupling terms [22]. Additionally, even if the

implementation of general and efficient computational

approaches aimed at the spectroscopic investigation of

macrosystems is a very challenging task, appropriate

schemes can already be introduced for complex cases, like

large flexible biomolecules. An example is provided by the

development of ad hoc tailored force fields [23–26], which

make possible an extensive sampling of the ground and/or

excited electronic state PES, combined with a posteriori

refinements or computation of selected properties on a set

of representative configurations [9, 27, 28]. Furthermore,

the role of the surrounding environment can be exploited in

a time-independent fashion employing the continuum sol-

vation models [29–33], which provide accurate results at a

relatively low computational cost [34] and can be com-

bined with several QM models, also including simulations

of electronic spectra line-shapes [35–38]. To get a more

reliable and quantitative description of the spectral fea-

tures, considering both electronic and vibrational proper-

ties, the basic formulation of continuum models has to be

extended beyond the so-called reaction field effects, that is,

the direct solvent effect on the molecular wavefunction and

the indirect effect on the molecular structure must be

accounted for [39–44]. Furthermore, on the basis of the

chemical nature of the solute–solvent couple, combined

discrete-continuum models, in which a few solvent mole-

cules strongly and specifically interacting with the solute

are treated explicitly leading to a sort of supermolecule

embedded in a polarizable continuum, can be successfully

employed [45–49]. The librational motions of solvent

molecules can also be included by means of molecular

dynamics or Monte Carlo simulations with explicit solvent

approaches [28, 50, 51]. Finally, the molecular system

embedded in complex environments can be effectively

described by integrated approaches combining advanced

quantum mechanics models, density functional theory,

molecular mechanics (MM) and the description of envi-

ronment through polarizable continuum models (PCM)

[29–31] leading to the effective QM/DFT/MM/PCM

scheme.

In addition to problems related to a reliable description

of molecular systems, a direct comparison with the

experimental outcomes requires computational tools able

to explicitly simulate the spectroscopic features [6]. To

this aim, several computational tools, covering a large

panel of spectroscopies, in particular those of vibrational

and electronic origin, have been developed and coded (see

Ref. [44] and [52, 53] for extensive reviews). However,

for a broader use of these advanced theoretical models,

two key challenges still remain: (1) development of user-

friendly yet flexible problem-tailored packages and (2)

validation of accurate yet effective computational models,

which allow to extend computational spectroscopy studies
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to relatively large and complex molecular systems. This

paper will present the example of an integrated compu-

tational approach for the simulation of IR and UV–vis

spectra of a medium-sized dye in the gas and condensed

phase. The research field touched by this paper is broad

and many scientists have made relevant contributions, as

well as several other integrated computational approaches

have been worked out in a number of labs all over the

world. Therefore, a balanced review of theoretical models

and integrated computational approaches for spectroscopy

is beyond the possibilities of this work, and we are

obliged to refer the interested reader to the broad, existing

recent literature, as, for example, Ref. [6, 27, 28, 50, 53–

61] and references therein. Here, we make a partial

excursus of the field, with the main idea of pointing out a

number of key steps that have made possible the building

of the specific integrated protocol here presented, fol-

lowing the general idea of developing and validating

transferable and user-friendly computational tools. In this

context, we will discuss general-purpose approaches

aimed at providing computational support for interpreting

IR and UV–vis experimental spectra of complex systems,

including their environment [8]. These approaches repre-

sent a more accurate treatment with respect to the meth-

ods still commonly in use in such cases (e.g., harmonic

approximation or vertical electronic transitions) and con-

tribute to a better understanding of experimental spectra

for the large molecular systems that are routinely studied

nowadays. Complementary time-dependent and time-

independent routes to simulate spectra will be applied.

These allow the evaluation of the line-shapes for vibra-

tional spectroscopy (e.g., infrared) at the anharmonic level

and vibrationally resolved electronic spectroscopy (one-

photon, electronic circular dichroism). It will be shown

that the integration between different computational tools

leads to a more complete picture of the overall spectro-

scopic properties for the system under study, allowing at

the same time the validation of computationally affordable

approaches and the setup of hybrid schemes that permit

accuracy as well as feasibility. The development and

validation of such tools should be carried out by com-

paring results with those obtained from more accurate

models and/or with state-of-the-art experimental data. In

the present paper, we have chosen, as a test case,

pyrimidine, a medium-sized molecule for which investi-

gation by means of highly accurate electronic QM

approaches is still feasible. Furthermore, the large amount

of theoretical and experimental data available in the lit-

erature allows a detailed comparison for various kinds of

spectra along with a discussion on the accuracy of the

presented computational models. Moreover, being the

precursor of nucleobases, pyrimidine is a molecule of

general interest, and the present study will provide some

additional details to the understanding of its structural and

spectroscopic properties.

The paper is organized as follows. First, the computa-

tional details and theoretical models of the various

approaches used in this work are briefly summarized in the

Sect. 2 (a more detailed account can be found in the

Supplementary Information (SI)). Next, highly accurate

single- and multi-reference post-Hartree–Fock methods are

applied to evaluate molecular structure (Sect. 3.1), vertical

excitation energies (Sect. 3.2) and harmonic vibrational

frequencies (Sect. 3.3) of isolated pyrimidine. These

computations, which are among the most accurate theo-

retical predictions thus far reported, are employed to assess

the accuracy of less expensive QM schemes rooted into

density functional theory (Sects. 3.1–3.3), which in turn are

applied to the time-independent simulation of the vibra-

tional and vibrationally resolved electronic spectra (Sects.

3.3–3.5). The continuum solvent models are discussed in

Sect. 3.4 with respect to their applicability to computa-

tional spectroscopy and in particular to the specific case of

infrared (IR) spectra simulations in solution. In Sect. 3.6,

the geometry and Hessian obtained at the DFT level are

used to establish system-specific MM force fields

employed in classical molecular dynamics (MD) simula-

tions, which allow to account for dynamical and explicit/

implicit solvent effects in protic and aprotic media (H2O

and CCl4, respectively) on the S1  S0 electronic transi-

tion within the time-dependent approach detailed in Sect.

3.7. Finally, the time-dependent (classical) and time-inde-

pendent (quantum) approaches employed to simulate

electronic spectra line-shapes are also compared and their

complementarity is pointed out. The examples are chosen

to demonstrate the overall good accuracy attainable by

such spectroscopic models when used in conjunction with

DFT and MM computations. Further possible improve-

ments through adjustments based on more accurate QM

computations are also pointed out.

2 Computational approaches

In view of investigating the balance of computational

feasibility and accuracy of results as well as to validate

effective approaches applicable to large systems, different

computational methods have been adopted to explore step

by step the accuracy of less demanding approaches with

respect to the more accurate (and expensive) ones. Addi-

tionally, several time-dependent and time-independent

methods that allow to simulate vibrational and/or vibra-

tionally resolved electronic spectra of the isolated molecule

as well as of the system embedded in more complex

environments have been employed. The focus is here on

user-friendly computational approaches implemented in
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widely available QM packages or stand-alone codes, which

allow effective application for relatively large systems.

2.1 Electronic structure computations

Best estimates of the molecular structure and harmonic

force field of pyrimidine in its electronic ground state have

been evaluated at the coupled cluster (CC) level of theory

by means of composite schemes to account for the

incompleteness of basis set and core-correlation effects

(see SI section 1.1 for details). The CC singles and doubles

approximation augmented by a perturbative treatment of

triple excitations [CCSD(T)] [62] has mainly been used in

conjunction with the cc-pVnZ [63] basis sets. These cal-

culations have been carried out with the quantum-chemical

CFOUR program package [64].

Post-Hartree–Fock computations of vertical electronic

excitation energies have been performed employing the

multi-reference second-order diagrammatic perturbation

theory (MRPT) in the barycentric Møller–Plesset scheme

[65]. The CIPSI algorithm [66, 67] has been applied in

order to determine the active space for the configuration

interaction (CI) calculations (see SI section 1.2 for details).

The DFT/aug-N07D model [68] developed for spectro-

scopic studies of medium-to-large molecular systems,

which provides an excellent compromise between reli-

ability and computational effort [69, 20], has been used for

geometry optimizations, energy, energy gradients and

harmonic and anharmonic force field computations in the

ground and excited electronic states. Within the DFT

approach, the standard B3LYP [70] and its long-range

corrected extension CAM-B3LYP [71] functionals and the

double-hybrid functional B2PLYP [72] have been

employed along with the aug-N07D [73] basis set built

from the polarized double-f N07D [68] (see SI Section 1.3

for details). All DFT calculations have been performed

with the GAUSSIAN suite of quantum chemistry programs

[74].

2.2 Force field (FF) development and molecular

dynamics simulations

The intramolecular FF parameters for pyrimidine have

been obtained with the JOYCE [26] program. Details on the

FF development and validation can be found in the sup-

plementary information (SI Section 1.4). Classical molec-

ular dynamics simulations of pyrimidine in water and CCl4
have been performed using both standard periodic bound-

ary conditions (PBC) and the recently proposed general

liquid optimized boundary (GLOB) [75, 76] model, an

effective hybrid discrete/continuum method for simulating

complex systems in soft condensed matter. All simulations

have been carried out with the GROMACS software [77]

(PBC) and the JERSEY program [78] (GLOB). For both

water and CCl4 solvents, pre-equilibrated solvent boxes have

been obtained through preliminary molecular dynamics runs

in the NPT ensemble at 298 K and 1 atm, whereas geometry

optimizations were performed according to the steepest-

descent method [79] (see SI Section 1.5).

2.3 Vibrational spectra computations

Anharmonic vibrational spectra have been calculated by

means of the vibrational second-order perturbation theory

(VPT2) [80–86], exploiting the fully automated generalized

second-order vibrational perturbation (GVPT2) approach

[87–89]. The anharmonic force fields have been computed

at the DFT/aug-N07D level and additionally, the hybrid

CCSD(T)/DFT approach [20, 90, 91] has also been used to

evaluate anharmonic frequencies. Concerning the calcula-

tion of anharmonic frequencies and intensities in solution,

the extension of the GVPT2 model to the polarizable

continuum model [92] has been used, and the reported data

refer to both the fully equilibrium and the vibrational

nonequilibrium solvation regimes [93, 94]. Vibrational

harmonic and anharmonic intensities also account for

cavity field contributions [43, 95]. For further details, see

SI Section 1.6. All VPT2 computations have been per-

formed using a locally modified version of the GAUSSIAN

suite of programs [74].

2.4 Electronic spectra simulations

Within the time-independent framework, vibrationally

resolved electronic spectra have been simulated through an

integrated procedure (described in detail in Ref. [21, 96,

97]) based on the computation of overlap integrals, also

known as Franck–Condon (FC) integrals, between the

vibrational wavefunctions of the electronic states involved

in the transition. Both adiabatic and vertical approaches

have been applied to simulate the one-photon absorption

(OPA) and the vibrational resonance Raman (vRR) spectra,

including the Duschinsky and Herzberg-Teller effects (see

SI Section 1.7). Time-independent vibrationally resolved

electronic spectra have been computed using locally

modified versions of the GAUSSIAN [74] and FCclasses [98]

programs for OPA and vRR, respectively. They implement

an effective prescreening technique of the relevant transi-

tions developed by some of the authors [99]. Alternative

routes have been proposed in literature, see for example

Ref. [100–102]. In addition, the electronic spectra line-

shapes have also been obtained within a time-dependent

framework [9, 51] based on classical MD simulations and

on-the-fly or a posteriori calculation of spectroscopic

properties (see SI Section 1.8). Nonspecific solvent effects on

the UV-vis spectrum of pyrimidine have been introduced by a
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conductor-like polarizable continuum model (CPCM) [103]

with vertical excitation energies computed by the linear

response LR-PCM/TD-DFT approach [41] within the non-

equilibrium regime [104–106].

3 Results and discussion

3.1 The ground-state molecular structure of pyrimidine

The structure of pyrimidine is shown in Fig. 1 along with

the atom labeling scheme, while Table 1 summarizes all

the geometries obtained in the present work and compares

them with experimental data available in the literature

[107]. From the given results, it is first observed that fro-

zen-core (fc) CCSD(T)/cc-pVQZ calculations already

provide results close to the convergence with respect to the

complete basis set (CBS) limit, as the corresponding dif-

ferences are quite small. The bond lengths decrease by less

than 0.002 Å, less than 0.0005 Å for those involving H, and

the angles vary by about 0.1� or even less. On the other

hand, the reliability of extrapolations carried out employ-

ing triple- and quadruple-zeta basis sets has been proven in

Ref. [108]. Second, we note that the core-correlation

effects are small. Indeed, for angles, the corrections are in

all cases smaller than 0.1 degrees, and for bond distances,

they amount to about 0.002 Å, about 0.001 Å for bonds

involving H. Before proceeding, general considerations on

the accuracy of CCSD(T) optimized geometries are war-

ranted. On the basis of the literature available (see for

instance Refs. [109, 110] and references therein), the

accuracy of CBS?CV structures is expected to be of the

order of 0.001–0.002 Å for distances and of about

0.05–0.1� for angles. These are conservative estimates and

also account for the approximations made and for

neglecting higher-order correlation effects. Concerning the

accuracy of the DFT model, on the basis of the comparison

reported in Table 1, the conclusion drawn is that both the

B3LYP/aug-N07D and CAM-B3LYP/aug-N07D levels

provide results of better quality than the CCSD(T)/cc-

pVTZ ones. The only exception is given by the C–H bond

lengths that result to be too long. The considerations are

particularly encouraging as the DFT/aug-N07D approach

can be easily applied to compute the structure of signifi-

cantly large systems (e.g., more than 100 atoms) and then

used to develop accurate intramolecular force fields, thus

allowing molecular dynamics simulations (vide infra). As

far as the comparison with experiment is concerned, we

first note that the available experimental geometries are

partial structures and none of them is an equilibrium

structure. In most cases, CBS?CV and experimental values

agree within the associated uncertainties. The largest dis-

crepancies are observed for the C2-C3 distance for which

experiment seems to overestimate the value by about 0.006

Å, and for a few angles in the case of the geometry denoted

ED?LCNMR?MW, which is based on electron diffraction

and liquid crystal NMR data combined with rotational

constants of the parent isotopologue [107].

3.2 Post-Hartree–Fock and TD-DFT computation

of vertical excitation energies in the gas phase

Energies of the ground and a number of singlet excited

electronic states, as arising from excitations in the valence

space, have been computed at the best estimated structure of

the ground state (see Sect. 3.1 and Table 1). Two different

methods have been employed for the vertical excitation

(VE) spectrum: the post-Hartree–Fock MRPT method and

the popular single-reference time-dependent density func-

tional theory (TD-DFT) approach. For the latter, the CAM-

B3LYP [71] functional in conjunction with the aug-N07D

[73] and aug-cc-pVQZ [111, 112] basis sets has been used.

The choice of functional has been related to its good per-

formance over the large spectra range, as shown, for

example, by TD-CAM-B3LYP results for Rydberg and

charge transfer excitation energies or static electronic

polarizabilities which are notably improved over the stan-

dard B3LYP functional [113]. Additionally, both basis sets

used for TD-DFT computations include several diffuse

functions, thus allowing the representation of a limited

number of Rydberg states. In contrast, the MRPT compu-

tations have been performed with the 6-311G(d) basis set,

and thus, the Rydberg states have not been considered.

In Table 2, the vertical excitation energies obtained

from both approaches are compared to the experimental

maxima from Ref. [114]. It is apparent that MRPT per-

forms very well for the lowest excited states being
Fig. 1 Geometry and atom numbering scheme employed for

pyrimidine
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competitive with respect to previous calculations per-

formed with the equation-of-motion (EOM)-CC method

(see Ref. [114] for extensive review of experimental and

theoretical results), whereas TD-CAM-B3LYP overesti-

mates the excitation energies by 0.35–0.7 eV. It should be

noted that the TD-CAM-B3LYP/aug-N07D level of theory

provides results already converged with respect to the basis

set limit, with energies higher than those computed at the

TD-CAM-B3LYP/aug-cc-pVQZ level by only *0.05 eV.

The oscillator strengths appear to be systematically higher

for TD-DFT although both calculations roughly reproduce

the overall experimental optical spectrum. Around 6–7 eV,

the TD-DFT spectra include some Rydberg transitions for

which intensity borrowing from the most intense transitions

occurs. Due to the absence of diffuse functions, no Ryd-

berg transitions are obtained in MRPT calculations.

Finally, the very intense p�  p transition at about 7.5 eV

is slightly overestimated by MRPT. The global intensity of

these transitions is higher for MRPT because of the

intensity borrowing of the TD-DFT transitions to Rydberg

Table 1 Molecular structure of pyrimidine

CCSD(T)/

cc-pVTZ

CCSD(T)/

cc-pVQZ

CBS CBS?CV B3LYP/

aug-N07D

CAM-B3LYP/

aug-N07D

Exp./rs
a Exp./

ED?LCNMR?MWa

C1–N 1.3402 1.3369 1.3351 1.3329 1.3376 1.3310 1.337(2) 1.328(7)

N–C2 1.3411 1.3380 1.3363 1.3341 1.3386 1.3322 1.332(3) 1.350(7)

C2–C3 1.3932 1.3907 1.3891 1.3868 1.3924 1.3861 1.393(2) 1.393(4)

C1–H1 1.0837 1.0833 1.0831 1.0820 1.0887 1.0881 – 1.082

C2–H2 1.0845 1.0839 1.0837 1.0826 1.0893 1.0884 – 1.082

C3–H3 1.0813 1.0808 1.0806 1.0795 1.0856 1.0843 – 1.082

\N–C1–N 127.75 127.50 127.37 127.28 127.05 126.89 127.2(3) 128.3

\C1–N–C2 115.36 115.58 115.69 115.75 115.94 116.06 115.8(3) 115.75

\N–C2–C3 122.46 122.36 122.31 122.28 122.23 122.22 122.4(3) 121.2(3)

\C2–C3–C2 116.60 116.61 116.64 116.65 116.61 116.56 116.4(2) 117.8(2)

\H1–C1–N 116.12 116.25 116.32 116.36 116.48 116.55 – –

\H2–C2–N 116.38 116.42 116.43 116.46 116.48 116.50 – –

\H3–C3–C2 121.70 121.69 121.68 121.67 121.69 121.72 – 120.9(3)

Geometry parameters computed at the coupled cluster and DFT levels of theory and compared with available experimental data

Distances in Å and angles in degrees
a Ref. [107]

Table 2 Vertical excitation spectrum as computed at the MR-PT and TD-DFT levels

Assignment Sym. MRPT TD-CAMB3LYP/aug-N07D TD-CAMB3LYP/aug-cc-pVQZ Exp.a

E (eV) f value E (eV) f value E (eV) f value E (eV)

p�  nN B1 4.19 0.0042 4.58 0.0062 4.56 0.0053 4.18

nN  nN A2 4.59 0.0000 4.94 0.0000 4.93 0.0000 4–5

p�  p B2 5.16 0.0380 5.85 0.0453 5.84 0.0472 5.22

p�  nN A2 5.68 0.0000 6.03 0.0000 5.99 0.0000

p�  p B1 5.99 0.0034 6.33 0.0059 6.30 0.0056 *6

p�  p A1 7.02 0.0715 6.71 0.0402 6.68 0.0394 6.69

3s nN B2 6.86 0.0051 6.82 0.0053 6.42

3p nN B1 7.37 0.0175 7.35 0.0160 7.44

3p nN A1 7.5 0.2236 7.42 0.1629 6.97

3p nN B2 7.56 0.0896 7.48 0.0684 7.05

p�  p A1 7.79 0.4504 7.63 0.2292 7.58 0.2864 7.48

p�  p B2 8.13 0.5118 7.84 0.4003 7.81 0.4077

The oscillator strengths are in the mixed gauge

The experimental vertical transition energies are also reported
a From Ref. [114]
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states. As far as the excitation spectrum is concerned, on

the whole it seems that both methods are able to give

reliable results. Concerning TD-B3LYP computations, it

has been found that the excitation energies and oscillator

strengths for the first two excited electronic states agree

very well with MRPT as well as with previous theoretical

and experimental data [114] (4.29 eV/0.0047 and 4.62

eV/0.0000, respectively), but, as expected, TD-B3LYP

does not provide qualitatively correct results for the energy

order and the nature of higher-lying excited electronic

states. Thus, for the sake of consistency, the TD-CAM-

B3LYP functional has been chosen to compute the elec-

tronic spectra line-shapes for all excited electronic states

considered in this work; for the six lowest electronic

transitions, a hybrid approach with energies corrected by

means of the accurate MRPT computations has been used.

These results will be discussed in Sect. 3.5, with emphasis

on the comparison between experimental and computed

band intensities in the 3.5–9.5 eV energy range.

3.3 Vibrational properties of isolated pyrimidine

in the ground electronic state

Table 3 summarizes the harmonic frequencies and infrared

(IR) intensities obtained at the CC and DFT levels. In

regard to CCSD(T) calculations of harmonic frequencies,

we note that the (fc)CCSD(T)/cc-pVQZ level of theory

already provides converged results with respect to the CBS

limit, the differences between CBS and cc-pVQZ being

generally smaller than 1 cm-1 and being 4 cm-1 at most.

Core-correlation corrections are in all cases positive (i.e.,

they enlarge the frequency value) and small (i.e., they

range from 1 to 5 cm-1). Moving to IR intensities, it can be

noted that also in this case the (fc)CCSD(T)/cc-pVQZ

computations are expected to yield results converged with

respect to basis set completeness, as the differences

between cc-pVTZ and cc-pVQZ are on average of 1 km/mol

and not exceeding 3 km/mol. Taking into account that

for IR intensities extrapolation schemes have not been

Table 3 Harmonic vibrational frequencies (in cm-1) and IR intensities (in km/mole) computed at the CC and DFT levels

Modea Sym. CCSD(T)/

cc-pVTZ

CCSD(T)/

cc-pVQZ

CBSb CBS?CVc B3LYP/

aug-N07D

CAM-B3LYP/

aug-N07D

B2PLYP/

aug-cc-pVTZ

x Int x Int x x x Int x Int x Int

1 A1 3,219 7.3 3,217 6.6 3,217 3,223 3,203 9.3 3,230 5.3 3,222 7.9

2 A1 3,189 14.7 3,190 12.7 3,191 3,196 3,175 13.7 3,197 10.5 3,193 12.3

3 A1 3,173 9.4 3,174 9.5 3,175 3,180 3,158 12.7 3,182 12.9 3,178 11.4

4 A1 1,610 32.1 1,613 34.8 1,616 1,621 1,616 47.3 1,659 58.8 1,608 37.6

5 A1 1,425 55.7 1,430 55.6 1,432 1,437 1,437 55.8 1,461 56.3 1,436 57.2

6 A1 1,154 3.0 1,158 2.4 1,160 1,164 1,161 1.3 1,179 0.8 1,161 1.8

7 A1 1,077 1.4 1,079 1.3 1,080 1,084 1,079 1.0 1,095 1.0 1,083 1.0

8 A1 1,001 2.8 1,004 2.8 1,005 1,009 1,013 3.8 1,032 4.4 1,007 3.3

9 A1 684 3.5 686 3.2 687 689 692 3.0 700 3.2 692 2.9

12 B2 3,177 18.5 3,178 15.6 3,179 3,184 3,162 18.1 3,185 14.1 3,181 15.5

13 B2 1,614 72.1 1,616 74.5 1,618 1,623 1,616 84.9 1,659 94.7 1,609 78.0

14 B2 1,493 8.8 1,494 8.1 1,495 1,499 1,495 5.8 1,516 6.4 1,497 5.3

15 B2 1,390 0.3 1,392 0.4 1,392 1,395 1,390 0.3 1,401 0.3 1,400 0.3

16 B2 1,247 6.0 1,248 6.1 1,248 1,253 1,262 3.8 1,271 4.5 1,262 4.7

17 B2 1,193 4.4 1,195 5.4 1,196 1,199 1,228 8.2 1,230 8.4 1,226 7.9

18 B2 1,088 2.0 1,089 1.9 1,088 1,091 1,095 3.1 1,110 2.7 1,094 3.1

19 B2 625 11.5 626 11.4 626 628 634 11.3 641 11.6 631 11.5

20 B1 1,023 0.0 1,024 0.0 1,027 1,031 1,022 0.0 1,047 0.0 1,036 0.0

21 B1 978 0.0 977 0.0 976 980 980 0.1 1,000 0.3 991 0.0

22 B1 819 7.0 818 6.1 817 820 821 5.3 836 5.1 828 6.2

23 B1 732 39.9 732 39.7 731 734 738 41.0 747 42.9 742 39.7

24 B1 350 3.0 349 3.2 349 351 351 3.5 362 3.6 352 3.5

10 A2 1,001 0.0 1,001 0.0 1,001 1,004 998 0.0 1,019 0.0 1,010 0.0

11 A2 402 0.0 403 0.0 403 404 408 0.0 417 0.0 408 0.0

a Normal mode numbering as in Ref. [121, 120]
b Computations at the (fc)CCSD(T)/CBS level, see text for details
c Computations at the (fc)CCSD(T)/CBS?CV(MP2/CVTZ) level, see text for details
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formulated yet and that core-correlation corrections at the

MP2/cc-pCVTZ level are smaller than 0.5 km/mol, the

(fc)CCSD(T)/cc-pVQZ values can be considered as best

estimates for the IR intensities.

The comparison of best theoretical estimates with DFT

results confirms the overall good accuracy of the latter.

With respect to CC reference values, the B3LYP functional

shows a mean absolute error (MAE) of 8 cm-1 for fre-

quencies and 2 km/mol for intensities. As already sug-

gested (see Ref. [115, 116]), the accuracy of DFT results is

further improved by using the double-hybrid functional

B2PLYP and the aug-cc-pVTZ basis set, leading in the

present case to a MAE of 6 cm-1 for frequencies and

showing improvement also for the IR intensities (MAE of

1 km/mol). Thus, B2PLYP computations in conjunction

with tiple-f quality basis sets can be considered as an

alternative to coupled cluster computations in view of

improving the accuracy of vibrational properties within

hybrid models [20, 115] (vide infra). Finally, we also note

that the CAM-B3LYP/aug-N07D results show a rather

good agreement with the CC reference values (MAE of

16 cm-1 for frequencies and 3 km/mol for intensities);

therefore, such a level of theory can be applied to cases

where long-range effects are important, for example,

computations in which both electronic ground and excited

states need to be treated at the same time (see Sects. 3.5

and 3.7). Concerning computations beyond the harmonic

approximation, it is well recognized that the GVPT2 model

applied to anharmonic force fields evaluated at the DFT

level (in particular with the Becke-family hybrid func-

tionals, see Ref. [44, 20, 115] for general discussions) and

coupled with appropriate criteria to define Fermi [117] and

Darling–Dennison resonances is able to provide accurate

results for semirigid systems [118]. For pyrimidine, it has

been shown that such computations lead to frequencies

with an average error with respect to experiment of about

10 cm-1 or less [119, 120]. In this work, we emphasize that

such an (already good) agreement can be further improved

by applying high-level corrections to the harmonic part of

the force field.

The anharmonic frequencies computed at the DFT/

aug-N07D level and those obtained by means of hybrid

CC/DFT schemes are listed in Table 4 and compared to the

most recent experimental data by Breda et al. [121], who

reported the entire fully resolved Fourier-transform (FT)IR

spectra recorded in solid argon. As expected, B3LYP/aug-

N07D results show very good agreement with the experi-

ment (MAE smaller than 10 cm-1). Further improvements

have been obtained by replacing the harmonic counterpart

with the best theoretical estimate. Additionally, the small

MAE in the case of hybrid CC/CAM-B3LYP computations

points out that the larger discrepancies observed for the

CAM-B3LYP itself can be entirely ascribed to the

harmonic part of the potential. It should be noted that in the

present case, resonant interactions are already well defined

at the DFT level; thus, both hybrid approaches (see SI

Section 1.6), the a posteriori one (xCCþDmDFT) and the so-

called direct model (xCC/KDFT), lead to similar improve-

ments over DFT results (for explanation of xCCþDmDFT

and xCC/KDFT models, see SI Section 1.6). In general

terms, the direct model is necessary when harmonic DFT

force field either gives an incorrect prediction of resonant

terms or shows large inaccuracies. Computational results

have also been used to simulate IR spectra line-shapes

(convoluted with Gaussian functions with an half-width at

half-maximum (HWHM) of 1 cm-1) directly comparable

with the experimental FTIR ones [121] (see Fig. 2). For

such comparison, the theoretical spectrum beyond the

harmonic approximation also includes overtones and

combination bands, whose intensities have been evaluated

from DFT GVPT2 computations, while intensities of fun-

damental bands have been evaluated through the hybrid

CC/DFT a posteriori scheme. It is evident that anharmonic

corrections to both vibrational frequencies and intensities

are necessary to correctly reproduce the experimental

outcomes; they are thus recommended for an unequivocal

analysis and assignment of experimental spectra. The

conclusion that can be drawn from this section is that the

hybrid models presented in this work are cost-effective

approaches to simulate vibrational spectra, which combine

the feasibility of accurate harmonic frequency computa-

tions with the possibility of properly accounting for

vibrational effects beyond the harmonic approximation. In

this respect, the CC/B3LYP approach can be applied to

systems with up to 10–15 atoms, while the B2PLYP/

B3LYP one allows extension toward larger systems of

biological and/or technological interest.

3.4 Vibrational anharmonic spectra of solvated

pyrimidine: time-independent approach

Due to the availability of analytical expressions of the

energy second derivatives, the harmonic oscillator/rigid

rotor model can be nowadays routinely applied to solvated

systems treated within continuum solvation models, giving

reasonably accurate results and reproducing the main fea-

tures of vibrational spectra of systems in solution [43, 44,

92, 93]. However, methods for evaluating anharmonic

effects on vibrational frequencies of solvated systems are

still in their infancy, with only few attempts reported in the

literature so far [42, 92, 93]. In this view, recent papers by

some of the authors [92, 93] have reported promising

results, showing that both the accuracy and the scaling

characteristics of the corresponding computations in vac-

uum can be retained for both IR frequencies and intensities.

Before discussing the results of the application of the
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newly formulated PCM for anharmonic spectra of solvated

systems (see Refs. [92, 93]), it is worth recalling some

basic concepts. The formulation of a physically consistent

continuum model to treat IR intensities in solution requires

to consider that formally the ‘‘local field’’ acting on the

solute does not coincide to the external field applied to the

system, as in the case for the isolated molecule. However,

the response of the molecule in the cavity within a

dielectric medium depends on the field locally acting on

the molecule in the cavity, so that, as already pointed out in

the literature [43, 44, 93], in order to gain a reliable con-

nection between the microscopic properties of the molecule

and the macroscopic response, it is compulsory to account

for the difference between the Maxwell and cavity fields.

In addition, due to the fact that spectroscopic properties are

by definition time-dependent phenomena (due to the

oscillatory nature of the radiation field), a time dependence

has also to be taken into account in the definition of the

solvation model. In the field of IR spectroscopy, the time

dependence of the radiation field is to be considered in the

formulation of the cavity field, which is reflected in a

proper definition of the dielectric permittivity. However, in

the case of an oscillatory motion caused by an external

electric field on a molecule surrounded by a dielectric

Table 4 Anharmonic vibrational frequencies of pyrimidine obtained

from GVPT2 computations with the semi-diagonal quartic force fields

evaluated at the DFT and hybrid CC/DFT levels (see SI, Section 1.6

for details) and compared to the most recent experimental data (FTIR

spectrum of pyrimidine isolated in solid argon form Ref. [121])

Modea Sym. Assignmentb B3LYP/aug-N07D CAM-B3LYP/aug-N07D Expc

DFT xCC?DmDFT xCC/KDFT DFT xCC?DmDFT xCC/KDFT m

1 A1 mC3H3 3,055 3,074 3,072 3,089 3,081 3,075 3,091.4

2 A1 mC1H1 3,053 3,074 3,073 3,050 3,049 3,074 3,057.4

3 A1 mCHsym 3,030 3,052 3,051 3,075 3,073 3,051 3,041

4 A1 mCCsym ? mCNsym 1,573 1,578 1,578 1,616 1,579 1,576 1,567.3

5 A1 dCHsym ? mCNsym 1,408 1,408 1,408 1,433 1,409 1,408 1,400.6

6 A1 mCNsym ? d ring 1,141 1,145 1,143 1,161 1,146 1,150 1,138.2

7 A1 mCCsym ? d ring 1,053 1,057 1,074 1,070 1,059 1,072 1,070.7

8 A1 d ring ? mCNsym 997 993 993 1,017 993 992 989.5

9 A1 d ring 683 680 680 692 681 680 677.7

12 B2 mCHas 3,033 3,055 3,054 3,055 3,054 3,053 3,052.1

13 B2 mCCas ? mCNas 1,557 1,564 1,562 1,615 1,579 1,562 1,570.5

14 B2 dCH 1,463 1,467 1,467 1,486 1,468 1,467 1,464.8

15 B2 dCH 1,362 1,367 1,366 1,373 1,367 1,367 1,374

16 B2 mCN ? dCH 1,228 1,220 1,220 1,245 1,227 1,224 1,223.2

17 B2 mCNas ? mCCas 1,197 1,167 1,170 1,197 1,166 1,163 1,156.8

18 B2 dCH 1,075 1,072 1,072 1,091 1,073 1,072 1,073.9

19 B2 r ring 626 621 621 634 621 621 620.9

20 B1 cCHsym 1,002 1,010 1,011 1,024 1,008 1,008

21 B1 cCH 958 958 959 979 958 957

22 B1 s ring ? cCH 807 806 806 820 805 804 803.1

23 B1 s ring ? cCH 723 719 719 731 718 717 719.2

24 B1 s ring 344 343 343 354 342 342

10 A2 cCHas 979 985 985 998 983 982

11 A2 s ring 400 396 396 409 396 396

MINd -36 -17 -20 -7 -12 -17

MAXd 40 16 15 49 32 17

MAEd 11 7 6 19 7 6

a Normal mode numbering as in Ref. [120, 121]
b Assignment from Ref. [121] based on the potential energy distribution (PED) analysis, checked through visual inspection of atomic dis-

placements along normal modes
c Ref. [121]
d Mean absolute error (MAE), and largest negative (MIN) and positive (MAX) deviations with respect to experiment
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medium, the definition of the solvent response is different

whether the solvent nuclear and electronic distributions

are assumed to instantaneously rearrange to follow the

oscillating molecule (vibrational equilibrium solvation

regime) or there exists some dephasing between the solute

and the solvent motions (vibrational nonequilibrium sol-

vation regime), so that the solvent distribution is only

partly equilibrated to the oscillating molecule. Nonequi-

librium effects are most usually addressed in the field of

electronic phenomena (electronic excitations, emission or

electronic response properties), for which there is a wide

literature published in the field [39, 40]. Less standard and

much less studied is the consideration of solvent non-

equilibrium effects connected to the vibration of a solute

surrounded by a continuum dielectric. In the latter case, in

fact, to the best of our knowledge, only the contributions

given to the groups of Rivail et al. [42] (limited to har-

monic frequencies only) and Tomasi et al. [94] (address-

ing harmonic IR frequencies and intensities [94], Raman

activities [122] and VCD rotational strengths [123]) were

present in the literature before the recent extensions to

treat IR frequencies and intensities beyond the harmonic

approximation [93]. Back to pyrimidine, anharmonic

GVPT2 vibrational frequencies and the deperturbed

(DVPT2) IR intensities computed in the gas phase and

CS2 solution are compared in Table 5, clearly showing

that the solvent effect cannot be simulated through simple

scaling of gas-phase frequencies and intensities. For

instance, the frequency of the m4 mode is only little

affected by the solvent, while its intensity computed

within the nonequilibrium regime is enhanced by more

than 15 km/mol. Another example is provided by the m13

mode, as its frequency increases by more than 10 cm-1 in

solution (neq. regime), while its intensity remains almost

unaffected.

More detailed insights on solvent effects and on the

differences between the equilibrium and nonequilibrium

regimes are provided by the simulated anharmonic spectra

shown in Fig. 3 for pyrimidine in cyclohexane and aceto-

nitrile solutions in the 500–3,500 cm-1 range. The usual

equilibrium approach and the full vibrational nonequilib-

rium model are compared: in both cases, cavity field effects

are included, so that the IR intensities obtained are directly

comparable to experimental findings. In addition, not only

fundamentals, but also overtones and combination bands

are reported. In general, the frequencies of the various

bands are quite similar, irrespective of the solvent and of

the solvation regime assumed (although nonequilibrium

values tend to be slightly higher in frequency). A notable

difference is instead noticed for intensities (which are

reported as transmittance values, as it is common in the IR

spectroscopy): not only absolute values, but especially

relative intensities differ remarkably by changing the sol-

vating environment, and for a given solvent, moving from

Fig. 2 Computed and experimental [121] IR spectra of isolated

pyrimidine. IR spectra line-shapes have been convoluted with

Gaussian functions with a HWHM of 1 cm-1

Fig. 3 Calculated IR spectra of pyrimidine in acetonitrile (top) and

cyclohexane (bottom). IR spectra line-shapes have been convoluted

with Gaussian functions with a HWHM of 2 cm-1

Page 10 of 19 Theor Chem Acc (2012) 131:1201

123



equilibrium to nonequilibrium. Furthermore, the whole

solvent effect and the nonequilibrium component do not act

homogeneously on each band; therefore, the reported

spectra cannot simply be obtained through a scaling pro-

cedure (see also Table 5) as bands intensities may be dif-

ferently affected by changes in the solvating environment.

Such a feature of the PCM model (i.e., the different effects

on each vibrational mode) is strictly connected to the

definition of the cavity, of molecular shape. Thus, the

actual geometrical properties of the molecular system

under study come into play, as it is physically consistent.

Such a characteristics is already included in some contin-

uum solvation models [31–33], but several others based on

a spherical description of the molecular cavity [43, 44] are

still used to analyze solvent effects on experimental

vibrational spectra. In order to get a better insight into the

reliability of the results computed with the PCM, calcu-

lated and experimental spectra are compared in Fig. 4. In

this case, computed values refer to a CS2 solution of

pyrimidine, while experimental data [124] refer to a solu-

tion 10 % in CCl4 for the 3,800–1,370 cm-1 range, and

10 % in CS2 for the 1,370–450 cm-1 one. Due to the small

difference in the dielectric properties of CS2 and CCl4, the

calculations have only been performed in CS2. On the

whole, the experimental spectrum is well reproduced. A

small shift in frequency absolute values is observed, which

is of the same order as those associated with the B3LYP/

aug-N07D GVPT2 computations in the gas phase. As far as

intensities are concerned, the relative values are reliably

reproduced, and notably, a good accuracy is reported for

the 2,000–3,000 cm-1 spectra range, where anharmonicity

plays a substantial role.

3.5 Vibrationally resolved electronic absorption

and resonance Raman spectra of isolated

pyrimidine, adiabatic and vertical

time-independent models

3.5.1 One-photon absorption spectra

Pyrimidine S0 equilibrium structure belongs to the C2v

symmetry point group. The first excited state S1 belongs to

the B1 irreducible representation (irreps) in C2v, and its

PES presents a saddle point, with an imaginary frequency

Table 5 Anharmonic

vibrational frequencies (cm-1)

and IR intensities (km/mol) of

isolated pyrimidine and in CS2

solution

For CS2 solution, the PCM

approach within equilibrium

(eq.) and nonequilibrium (neq.)

models has been applied. All

computations at the B3LYP/

aug-N07D level
a Normal mode numbering as in

Ref. [121, 120]

Modea Sym. gas phase CS2 eq. CS2 neq.

m Int m Int m Int

1 A1 3,055 14.7 3,073 16.0 3,066 7.1

2 A1 3,053 6.9 3,047 2.5 3,042 1.7

3 A1 3,030 22.3 3,034 20.1 3,028 15.9

4 A1 1,573 80.9 1,577 82.3 1,573 96.7

5 A1 1,408 55.5 1,412 69.1 1,402 77.1

6 A1 1,141 1.4 1,145 0.8 1,136 1.2

7 A1 1,053 1.1 1,059 0.6 1,052 0.0

8 A1 997 4.0 999 3.9 996 5.8

9 A1 683 2.9 684 3.1 680 2.1

12 B2 3,033 23.1 3,039 22.0 3032 12.4

13 B2 1,557 43.6 1,574 43.5 1,569 43.7

14 B2 1,463 5.6 1,468 6.2 1,461 9.1

15 B2 1,362 0.1 1,371 1.8 1,359 0.1

16 B2 1,228 6.5 1,232 14.2 1,223 8.3

17 B2 1,197 6.0 1,200 3.5 1,191 0.4

18 B2 1,075 3.6 1,082 3.1 1,071 6.8

19 B2 626 11.7 631 12.5 626 14.5

20 B1 1,002 0.0 1,010 0.0 1,000 0.0

21 B1 958 0.1 965 0.0 956 0.1

22 B1 807 5.5 816 7.5 805 7.2

23 B1 723 40.6 728 47.7 719 63.1

24 B1 344 3.5 347 3.7 340 5.4

10 A2 979 0.0 988 0.2 979 0.0

11 A2 400 0.0 402 0.0 397 0.0
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of i440 cm-1, along a b2 mode ðQðC2vÞ
1 Þ, roughly corres-

ponding to the ground-state normal mode of m17). Distort-

ing the geometry along such a mode, two degenerate global

minima arise in Cs symmetry, with S1 belonging to the A00

irreps. These features point out the existence of an inher-

ently anharmonic double-well energy profile. Therefore, an

accurate calculation of the S1  S0 absorption spectrum

should require a full anharmonic treatment of both eige-

nenergies and eigenfunctions of S1 vibronic levels [125],

but such a challenging treatment is beyond the illustrative

scopes of the present contribution. It has been postulated

that, also in the presence of such a double-well profile, a

harmonic description of the spectrum obtained building the

harmonic PES from the Hessian computed at the saddle-

point structure, and assigning a convenient real frequency

to the imaginary-frequency mode, may deliver useful

information and provide spectra in nice agreement with the

experiment, provided that the main focus is on low-reso-

lution spectra and/or high-frequency progressions [126].

The reliability of such a model is even improved when the

energy barrier of the double-well is so small that no

vibrational states are actually confined in the wells, since in

that case anharmonic wavefunctions closely resemble the

harmonic ones, once associated with a suitable ‘‘effective’’

frequency. In the specific example of the S1 state of

pyrimidine, the saddle point is only 71 cm-1 above the

global minima. Furthermore, the Q
ðC2vÞ
1 mode is projected

on about ten normal modes of the Cs structure, with the

largest projection being about 0.5 on a mode Q
ðCsÞ
3 with a

frequency of 460 cm-1. It can be, therefore, guessed that

no vibrational states are confined in the Cs wells, since

even the ground state along mode Q
ðC2vÞ
1 has enough energy

to overcome the barrier. This case should, therefore, fall in

the category mentioned above, and a harmonic PES model

with a minimum in the C2v saddle-point structure should

deliver rather reliable spectra. The nice agreement between

simulated and experimental spectra shown in Fig. 5 con-

firms a posteriori this assumption and allows a more

detailed analysis of experimental outcomes. The analysis of

individual vibronic transitions points out that the most

intense absorptions correspond to the in-plane ring defor-

mations of A1 symmetry which, due to a small Duschinsky

mixing, are well described by their ground-state counter-

parts (m9

0
,m8

0
and m7

0
). These results only partially agree with

the experimentally proposed assignment, for example,

suggesting that the band at about 3.98 eV is related to the

m07 fundamental rather than to some overtone transition.

The detailed assignment analysis is beyond the scope of

present, illustrative work, and thus has been postponed to

future investigations. Concerning the nature of above

mentioned energy barrier it can be observed that moving

from C2v to Cs stationary points, the x component of the S1

transition dipole moment, perpendicular to the molecular

plane, decreases from 0.29 to 0.16 Debye, while for S2 (A2

in C2v and A00 in Cs), it increases from 0.0 to 0.15 Debye.

This behavior strongly suggests that the S1 and S2 states

couple when the geometry is distorted to Cs (where both

belong to the same irreps), thus exchanging transition

intensity with x-polarization. Symmetry arguments indicate

Fig. 4 Calculated versus experimental IR spectrum of pyrimidine in

CS2 solution. IR spectra line-shapes have been convoluted with

Gaussian functions with a HWHM of 2 cm-1. The experimental

spectrum is taken from NIST [124] and refers to a solution 10 % in

CCl4 for 3,800–1,370 cm-1, and 10 % in CS2 for 1,370–450 cm-1

and has a resolution of 2 cm-1

Fig. 5 Computed and experimental [114] spectra for the S1  S0

electronic transition of isolated pyrimidine, along with the assignment

of the most intense vibronic bands. Both spectra are reported with the

corresponding 0–0 transition energy set to 0. The theoretical spectrum

has been simulated with the Gaussian function with HWHM of

10 cm-1 and corrected for anharmonicity though effective scaling

procedure using the best CC/B3LYP estimates for the electronic

ground-state frequencies. Electron density difference is also plot-

ted (with isovalue of 0.002); regions that gain electron density upon

S1  S0 transition are shown as dark blue, while regions that loose

electron density are presented in light coral
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that the B1 and A2 states can be coupled by movements

along b2 modes (A2 � b2 = B1). It is, therefore, reasonable

that the S1 double-well along Q
ðC2vÞ
1 b2 mode actually arises

from the B1/A2 nonadiabatic coupling. However, the energy

gap between these two states is about 0.4 eV at the Franck–

Condon point, thus suggesting that at least the low-energy

wing of the spectrum can reasonably be computed through

adiabatic approaches like those adopted here [52].

According to our calculations, frequency changes and

Duschinsky mixings blue-shift the first-moment (i.e., the

center of gravity (CoG)) of the spectrum with respect to the

vertical transition energy (VE) by about 0.03 eV, while the

shift increases to about 0.04 eV if the Herzberg-Teller

(HT) effect is also considered. Since CoG is strictly related

to the maximum of the low-resolution absorption spectrum,

being identical to the latter for symmetric line-shapes, and

somewhat blue-shifted for asymmetric line-shapes, the

present analysis allows a number of interesting consider-

ations. First, the small deviation from CoG and VE con-

firms that very good agreement between MRPT VE and

experimental band maximum is not biased by neglecting

vibronic contributions. Second, the fact that HT effects

blue-shift the CoG by only 0.01 eV supports the reliability

of classical simulations of the spectrum (reported in fol-

lowing sections), even for the S1  S0 transition, for which

the existence of HT effects would pose an additional

challenge to such a classical treatment [127].

The application of the simplified vertical gradient

(FC|VG) model to simulate the electronic spectra of

pyrimidine in a broader energy range, covering several

electronic transitions, has been validated by the comparison

with simulated FCHT adiabatic Hessian (FCHT|AH) and

experimental spectra [114] for the S1  S0 electronic

transition (see SI, Figure 1). It is clear that such a simple

single-state approach does not allow to take into account all

possible effects influencing the spectral phenomenon (such

as the nonadiabatic and anharmonic ones). Nevertheless, it

should be noted that the FC|VG model usually allows to

simulate qualitatively correct spectrum line-shapes even in

broad energy range, encompassing several electronic

transitions, as in the present case, for which TD-CAM-

B3LYP inaccuracies in prediction of absolute VE have

been overcome by applying the hybrid MRPT/DFT

approach. Figure 6 documents in fact a remarkable agree-

ment of the computed and experimental spectra in the

whole energy range, especially if one considers that the

most significant discrepancy, namely the underestimation

of the relative intensity of the red-shoulder at about

6.7–7 eV with respect to the major band at *7.5 eV, is

probably connected to the fact that vibronic borrowing

mechanisms, like HT and nonadiabatic effects, have not

been included in the present simulation.

3.5.2 Resonance Raman spectra

To complete our analysis, we also report the theoretical

vibrational resonance Raman (vRR) spectrum of pyrimi-

dine in water solution for an incident frequency in reso-

nance with the S1  S0 transition. Figure 7 shows the vRR

spectrum for an incident frequency equal to the VE

Fig. 6 Theoretical and

experimental spectra [114] of

isolated pyrimidine in the

3.5–9.5 eV energy range.

Absorption spectrum has been

computed at the FC|VG level,

applying the hybrid MRPT/DFT

approach (see text for the

details). The theoretical

spectrum has been simulated

with the Gaussian function with

HWHM of 0.025 eV
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according to different models, namely Franck–Condon

adiabatic shift (FC|AS), FC|AH and FCHT|AH. We assu-

med a linewidth for the S1 excited state of 0.05 eV, and we

broadened the peaks along the Raman shift coordinates

with a Gaussian with HWHM = 25 cm-1. Unfortunately,

to the best of our knowledge, no experimental data for such

a spectrum have been reported in literature till now, and it

is not, therefore, possible to check the reliability of our

predictions. Nonetheless, interesting features can be high-

lighted. In fact, the comparison of FC|AS and FC|AH

spectra indicates that the effect of Duschinsky mixings and

frequency changes in S0 and S1 introduces only modest

changes in the spectrum, where all the dominant lines arise

from fundamentals of total symmetric a1 modes, and a few

overtones (see the 2m7

0
transition). As expected from the

weakness of the resonant transition (np*), inclusion of HT

effects has a strong impact on the spectrum. Besides a

general enhancement of most of the peaks (observed also

for OPA), new bands, absent in the FC spectra, arise. The

most intense new bands are the fundamentals of b1 (m24

0
and

m22

0
) and a2 (m10

0
, though hidden below the 1m8

0
line) modes,

while interestingly the overtone of the latter is also seen in

the FC spectrum, due to the very strong frequency changes

between the two states (*450 cm-1). Symmetry consid-

erations show that the S1 (B1) state can couple with A1

states through distortions along the b1 modes, borrowing z-

polarized component of the transition dipole moment

(TDM). Distortions along a2 modes lead to S1/B2 coupling,

with the latter gaining a y-polarized component of the

TDM. Inspection of Table 2 shows that the first A1 and B2

symmetry states are actually the strongest OPA absorbers

up to the sixth electronic state.

The 2D vRR spectrum, computed according to the

method in Ref. [97], is shown in SI Figure 2, where for

better visualization, the Raman shift interval has been

reduced with respect to what appears in Fig. 7. Such 2D

spectra provide a full picture of the resonance scattering

phenomenon. It is interesting to notice that the so-called

Raman excitation profiles (provided by 1D cuts of the 2D

spectrum at fixed Raman shifts) show a clear dependence

on the specific vibrational transition under analysis.

3.6 Molecular dynamics simulations

Two separate sets of MD runs have been performed for

pyrimidine in water and CCl4 solvents, using the DFT-

tailored FF’s. For each solvent, after a 2.5 ns equilibration,

a 3 ns production run has been carried out, saving the

trajectories every 0.5 ps. It is worth noting that, as

expected, no significant differences in the microsolvation

of pyrimidine in aqueous solution have been observed

between the GLOB and PBC MD simulations, thus vali-

dating the physical consistency of both approaches in the

present case. Therefore, in the following, we report only

the results obtained with the latter methodology. Before

running MD simulations in solvent, a preliminary valida-

tion of the parameterized FF has been performed by

vibrational harmonic frequency computation and MM

geometry optimization, combined with a posteriori evalu-

ation of UV-vis absorption spectra in vacuo at the

TD-CAM-B3LYP/aug-N07D level of theory. The quality

of the developed FF is illustrated by comparing the FF

vibrational harmonic frequencies with those obtained from

CAM-B3LYP/aug-N07D calculations (the reference for the

FF development) as well as with the best theoretical esti-

mates computed at the CC level. As shown in Fig. 8, the

overall agreement is rather good, in particular, in view of

the good match with the CC data. Moreover, all pyrimidine

internal coordinates (IC’s), obtained through geometry

optimization at MM and QM levels, agree within a maxi-

mum error of 0.03 Å, 0.4� and 0.6� for bonds, angles and

dihedrals, respectively (see SI, Table 2). Additionally,

since even small geometrical differences can induce

Fig. 7 Vibrational resonance Raman spectrum from the ground

vibrational level of S0, for an incident frequency corresponding to the

S1  S0 vertical transition
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nonnegligible shifts on the spectroscopic properties, the

overall good agreement between energy and oscillator

strength computed for the first 10 excited states at both

DFT and MM optimized geometries is noteworthy (see SI,

Table 3). Further details on FF validation are gathered in SI

Section 1.4.

3.6.1 Water

Structural characterization of the solvation shells around

pyrimidine has been performed by the analysis of the

N–OW, N–HW and CMpyrimidine–CMH2O radial distribution

functions (RDF’s), which are reported in Fig. 9 and com-

plemented by spatial distribution functions (SDF). As it

appears from the examination of the SDF contours in water

(red and cyan surfaces represent oxygen and hydrogen

atoms, respectively), a strong clustering of the solvent

molecules takes place near pyrimidine nitrogen atoms,

which are engaged in quite stable and persistent intermo-

lecular hydrogen bonds with water molecules. The per-

centage of occupancy of these specific interactions is about

98 %, which means that pyrimidine nitrogens are in contact

with water for the whole simulation time. Also, the average

number of hydrogen bonds (HB) between pyrimidine and

water is about 3, where the largest amount comes from the

pyrimidine nitrogens acting as hydrogen bond acceptors

(about 1.3 HB for each nitrogen) plus a very small con-

tribution from all the other hydrogen bonding forms. Note

that hydrogen bonds were determined based on cutoffs for

the donor–hydrogen–acceptor angle (60�, 0� corresponding

to the linear donor–hydrogen–acceptor arrangement) and

the hydrogen-acceptor distance (2.5Å). Such an hydrogen

bonding pattern is also represented by the radial distribu-

tion functions where two sharp peaks are observed at 1.8

and 2.8Å in the g(N � � �HW ) and g(N � � �OW ) profiles,

respectively (see Fig. 9).

The number of solvent molecules within 2.5 and 5.5 Å

of at least one pyrimidine atom and in the shells between

2.5 and 3.5 (sh2), 3.5 and 4.5 (sh3), 4.5 and 5.5 Å (sh4) has

also been monitored. The distributions of this solvation

number are displayed in SI, Figure 4 and further support

the conclusion drawn from RDF analysis. The most prob-

able situation is to have 5 waters in the first solvation layer,

where at least two of them are hydrogen bonded to the two

pyrimidine nitrogens. Moreover, sh2 and sh3 are equally

populated (14 waters), sh4 is filled with 20 waters on

average, and 52 water molecules are found within 5.5 Å

from at least one atom of the solute.

These data can be compared with those reported in Ref.

[128], where a combined Monte Carlo-QM approach was

carried out to study the solvatochromism of pyrimidine in

water and carbon tetrachloride. Note that, apart small

changes in the intermolecular FF parameters, the major

difference with Ref. [128] is the (intra) molecular flexi-

bility included through the JOYCE procedure in this work,

while in Ref. [128], both solvent and solute molecules were

kept rigid. It should be stressed that this approximation

holds for fairly rigid molecules (like pyrimidine) but may

cause large errors when applied to larger flexible molecules

(see for instance Refs. [129, 130]). Despite the aforemen-

tioned differences, in the current case, both approaches

provide similar results, for example, the first solvation

shell, identified through the examination of the radial dis-

tribution function between pyrimidine center of mass and

water center of mass, corresponds well to the first layer

described in Ref. [128] and has the same number of

coordinated waters (about 21). Nevertheless, the approach

employed in this work should be considered generally

more accurate, and thus, it is recommended whenever

feasible.

3.6.2 CCl4

The distribution of CCl4 solvent molecules around pyrim-

idine is quite different from water organization. Indeed,

CCl4 molecules have been found at larger distances and

their interactions with the solute are weaker. This behavior

is clearly depicted in Fig. 10, where both the radial and

spatial distribution functions are displayed. The RDF trend

shows the presence of three shells, which can be identified

with the small peaks centered at about 3.6 Å, 4.8 Å and the

broader dominant peak centered at about 6.1 Å. The first

two peaks are not well separated and together can be used

to define the first solvent layer that extends to about 5.4 Å.

This shell contains about 17 solvent molecules, whereas the

third peak that stretches up to about 7.3 Å is filled with

Fig. 9 Radial distribution functions for N–OW (water oxygen, red
line), N–HW (water hydrogen, blue line) and CMpyrimidine–CMH2O

(center of mass of pyrimidine–center of mass of water, black line) and

three-dimensional contour plots of oxygen (red) and hydrogen (cyan)

densities around pyrimidine
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about 40 CCl4 molecules, and the shell contains 47 mole-

cules, on average.

The probability distribution of the solvation number (SI,

Figure 5) corresponding to the first and second layer is in

line with the RDF data. Moreover, the SDF contour plot

clearly supports a picture where pyrimidine seems more

confined in the solvent cage and adopts a randomly dis-

tributed orientation with its motion rather limited. Simi-

larly to what seen for water as solvent, these results match

closely the more approximate models previously applied

[128].

3.7 UV-vis spectra from a time-dependent approach

To estimate the improvement that can be achieved with the

present multi-level time-dependent protocol, the UV-vis

absorption S1  S0 spectrum has first been computed

within a static approach, that is, by considering only the

minimum energy geometry, optimized at the CAM-B3LYP

level in both water and CCl4, each represented with an

implicit description by means of the nonequilibrium

LR-CPCM [41]. The vertical excitation energies computed

for water (4.69 eV) and carbon tetrachloride (4.61 eV)

show only a small difference: in particular, when compared

to the gas-phase VE of 4.55 eV, both values show a solvent

blue shift of *1,100 and *500 cm-1, for H2O and CCl4,

respectively. As concerns water, the agreement with

experimental data [131] is rather poor, the latter being

2,700 cm-1. The blue shift found for CCl4 can be com-

pared to that computed by Canuto and coworkers [128],

obtained with INDO/CIS calculations on supramolecular

clusters extracted from Monte Carlo (MC) simulations

(*100 cm-1), the discrepancy is small and in opposite

direction with respect to the results obtained for water.

In the time-dependent approach, dynamical averaging

effects are taken into account by computing vertical tran-

sition energies and oscillator strengths on one hundred

frames extracted from the classical MD simulations in each

solvent. Moreover, the solvent description has been

improved by explicitly considering all solvent molecules

within a selected distance from pyrimidine geometrical

center. The resulting spectra, obtained by broadening the

vertical energies computed at the geometries extracted

from the MD simulations with Gaussian functions with

HWHM of 0.1 eV, are reported in Fig. 11.

The energies corresponding to the maximum absorption

are 4.84 and 4.50 eV for spectra in H2O and CCl4,

respectively, yielding to a solvent shift (with respect to the

vertical transition energy in vacuo of 4.52 eV) of *2,600

and *-160 cm-1 for the former and latter solvent,

respectively, thus improving the agreement with both the

above mentioned experimental [131] and computed [128]

values. Note that by treating the two closest hydrogen-

bonded water molecules to pyrimidine at the QM level,

along with the solute, and the remaining solvent molecules

as point charges, the computed maximum absorption peak

is found at 4.88 eV (see Fig. 11). The good agreement

between the latter result and the previous fully electrostatic

embedding (solvent) calculations suggests that the inter-

action between pyrimidine and water is basically electro-

static in nature. It is worth noting that the agreement with

the experimental result (2,700 cm-1) for water solvent is

also improved with respect to previous calculations

reported in the literature [128, 132] (2,223 cm-1 and

2,275 cm-1, in Refs. [128] and [132], respectively).

As far as the absorption in CCl4 is concerned, because of

the weak nonpolar interactions between pyrimidine and the

Fig. 10 Radial distribution function in CCl4 and three-dimensional

contour plot of chlorine density around pyrimidine
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Fig. 11 UV-vis absorption spectra of pyrimidine in water (blue lines)

and carbon tetrachloride (green lines), computed within a time-

dependent approach, with implicit (dashed lines) and explicit (solid
and dash-dot lines) solvent representations
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solvent molecules, it is not surprising that the vertical

transition energy is only slightly shifted with respect to the

value computed in vacuo. Indeed, these considerations,

together with the less structured framework arising from

the RDF analysis as compared to water, suggest that the

explicit solvent model could be abandoned for the more

computationally convenient PCM. Conversely, the strong

local and specific interactions between pyrimidine and

water make such a choice less advisable in this case. To

verify this hypothesis, only pyrimidine geometries were

extracted from MD frames, thus sampling only solute

conformational dynamics (see SI, Figure 3). UV-vis

absorption spectra have thereafter been computed on such

geometries taking into account implicit solvent effects

only, for both solvents. As expected, Fig. 11 shows small

difference (*300 cm-1) between implicit and implicit/

explicit solvent models for the CCl4, while larger differ-

ence arises in the case of water (blue shift of *700 cm-1).

In view of the negligible specific solute–solvent inter-

actions for the CCl4 solution, time-dependent results

computed with solvent modeled by PCM can be directly

compared with their time-independent counterparts (SI,

Figure 6), with both approaches agreeing on maxima

positions and the width of the low-resolution spectra. It

must be recalled that the presented approaches allow to

study in detail different effects influencing solvent shift and

electronic band shape: the former permits to take into

account specific and bulk solute–solvent interactions, while

the latter allows to analyze individual vibronic contribu-

tions. The good overall agreement on the final results

confirms that integrated studies, which take advantage of

both time-dependent and time-independent approaches,

pave the route toward a better understanding of experi-

mentally observed spectra in condensed phases.

4 Conclusions

Some of the most recent theoretical approaches, with par-

ticular focus on those either developed or extended and

validated by Vincenzo Barone and co-workers, have been

presented taking as an example a medium-sized molecule,

pyrimidine. We first determined the structure and vibra-

tional properties of the isolated molecule at the

CCSD(T) level, while the energies and oscillator strengths

of electronic excited states have been characterized at the

MRPT level. It has been shown that the DFT method

provides accurate results at a relatively low computational

cost compared to the wavefunction-based methods that

take into account electron correlation (CCSD(T) and

MRPT). This allowed us to use hybrid methods, which

combine the harmonic force field obtained at the

CCSD(T) with the anharmonic corrections at the DFT

level, to simulate the vibrational spectrum in good agree-

ment with experiment. Moreover, DFT-based approaches

have also been coupled with the PCM method to study the

solvent effect on the calculation of anharmonic frequencies

in an implicit way. While the S1  S0 electronic transition

of pyridine is not a simple case for the time-independent

approaches, which have been employed to simulate vib-

rationally resolved one-photon absorption and resonance

Raman spectra, we have shown how a careful study allows to

obtain accurate spectra and to interpret experimental data.

Furthermore, the UV-vis electronic spectrum encompassing

the first twelve excited electronic states has been computed,

showing feasibility of spectra line-shape simulations even in

the broad energy range.

Finally, a purposely DFT-tailored force field allowed us

to study the conformational flexibility, solvation properties

and their influence on the absorption spectrum of pyrimi-

dine. The absorption spectra in water and CCl4, obtained

from several QM/MM/PCM calculations on sampled

molecular configurations, have shown a solvatochromic

shift in good agreement with experimental data, provided

that the solvent is treated explicitly, thus validating the

accuracy of the proposed method. In conclusion, we can

point out that, although further developments are clearly

needed, the accuracy of the computed IR and UV–vis

spectra already allows a direct comparison with measure-

ments in solution, and the QM/MM simulations represent a

valuable complement to experimental results. This also

represents a critical first step to study larger and more

complex systems for which high-level theoretical data are

unavailable and experimental data may be scarce.
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